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Project Duration: August 1, 1997 - August 31, 2000 

Globally Distributed Microsystems Design: 

Proof-of- Concept 

Franc Brglez 
(brglez@cbl.ncsu.edu) 

Computer Science Dept, NC State University 
226 Withers, Box 8206 

Raleigh, NC 27695 

Report Summary. The rapid advances in computing and networking technologies continue to stimulate forma- 
tions of distributed teams worldwide. The same advances also provide challenges and opportunities to develop 
new models of collaboration and collaborative technologies. Examples of generic collaborative 'groupware' tech- 
nologies such as e-mail, video conferencing, shared access to databases of documents and images, shared white 
boards, are for most part readily available and well-supported commercially. On the other hand, technologies 
that would streamline and support distributed electronic design automation and engineering workflows are for the 
most part proprietary or under development. The advantages of an effective distributed design environment of 
tools, databases, and data management include the opportunity for a rapid assembly of a project-specific team 
of specialists who can immediately contribute towards the goals of the project - from almost anywhere, at any 
time. 

The DARPA-funded Vela project, named after constellation that forms the sail of Argo Navis (the Argonauts 
ship), brought together distributed university-based participants from six locations: MIT (Massachusetts Insti- 
tute of Technolog}-), MSU (Mississippi State Univ.), NCSU (North Carolina State Univ.), Stanford University, 
UCB (Univ. of California, Berkeley), and UCSC (Univ. of California, Santa Cruz). As conceived initially, the 
project was to balance two major tasks: a multi-media processor design as a project driver, and a web-based 
tool set for distributed design and benchmarking as the project infrastructure, with a major deliverable as a 
proof-of-concept demo in the University Booth during the Design Automation Conference. A total of three 
such demos were presented during 1998-2000, and a web-based archive of 26 peer-reviewed publications, data 
sets, software prototypes, and demo presentations are now accessible from http://www.cbl.ncsu.edu/vela and 
http://www.cbl.ncsu.edu/OpenProjects/. 

Report Organization. This report is organized into following sections: 

• project motivation and background 

• project deliverables 

• representative project demo examples 

• list of project-related publications (posted under http://www.cbl.ncsu.edu/vela/publications) 

20010516 158 
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Background and Motivation 
The rapid advances in computing and networking technologies continue to stimulate formations of distributed 
teams worldwide. The same advances also provide challenges and opportunities to develop new models of collab- 
oration and collaborative technologies. Examples of generic collaborative 'groupware' technologies such as e-mail, 
video conferencing, shared access to databases of documents and images, shared white boards, are for most part 
readilv available and well-supported commercially. On the other hand, technologies that would streamline and 
support distributed electronic design automation and engineering workflows are for the most part proprietary 
or under development. The advantages of an effective distributed design environment of tools, databases, and 
data management include the opportunity for a rapid assembly of a project-specific team of specialists who can 
immediately contribute towards the goals of the project - from almost anywhere, at any time. 

The DARPA-funded Vela project, named after constellation that forms the sail of Argo Navis (the Argonauts 
ship) initially brought together distributed university-based participants from six locations: MIT (Massachusetts 
Institute of Technology), MSU (Mississippi State Univ.), NCSU (North Carolina State Univ.), Stanford University, 
UCB (Univ. of California, Berkeley), and UCSC (Univ. of California, Santa Cruz). As conceived initially, the 
project was to balance two major tasks: a multi-media processor design as a project driver, and a web-based tool 
set for distributed design and benchmarking as the project infrastructure. 

However, the reduction and the staggered schedule of funding reduced the level of project participation to 
five co-PIs by June of 1999, and three co-PIs by June 2000. With remaining participants, there was increased 
emphasis on the infrastructure to formalize the collaborative design process itself. With the design-driver no 
longer an option, emphasis shifted to expanding and testing novel the web-based client/server architectures that 
can°intrinsically support distributed collaborative environments and processes. Additional milestones were added 
to the project after rebudgeting: a joint paper with MIT, MSU, and NCSU about the demo at DAC1999, and 
an expanded demo with MSU participants during DAC'2000. 

Deliverables and Accomplishments 
The main thrust and the deliverable of this project was to demonstrate how effectively can a distributed team 
of faculty and student organize their environment to (1) create a prototype design, and (2) conduct a series of 
distributed experiment to evaluate the performance of a CAD tool or an algorithm. 

Originally, there we to be two sets of demos in the University Booth of the Design Automation Conference 
(DAC)°the "introductory one in June 1998 and the final one in June 1999. For reasons, explained in the earlier 
section, the schedule was extended after re-budgeting and subsequently, there were three sets of demos as follows: 

Demos at DAC 1998: 
The 1998 demos brought together project participants from Stanford U., UC Berkeley, UC Santa Cruz, 
MSU, MIT and NCSU. This was a 'getting acquainted'demo since a few of participants received funding 

just a few months before. 

Demos at DAC 1999: 
The 1999 demos brought together project participants from Stanford U., UC Berkeley, MbU, Mil and 
NCSU. However, only MSU, MIT and NCSU would reach the level of cordination such that their tools 
could be integrated into a representative design environment on the Web. Since not all the funding was 
spent, project was rebudgeted for another demo at DAC 2000 by MSU and NCSU. 

Demos at DAC 2000: 
The 2000 demos extended and formalized the distributed collaboration environment first demonstrated. 

during DAC 1999. 

Accomplishments. Coordinating a collaborative activity among distributed academic participants is no small 
task. An objective measure to evaluate accomplishments of this project in particular may not be readily available. 

Howe%-er, the project did produce: 

• a number of peer-reviewed publications (a total of 12 + 16 are itemized in two distinctive categories in the 

last section of this report); 
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• a web-based archive of all listed publications, data sets, software prototypes, and demo presentations - to 
serve as a resource to the design automation community and others (http://www.cbl.ncsu.edu/vela and 
http://www.cbl.ncsu.edu/OpenProjects/). 

Representative Project Demo Examples 

The main thrust and the deliverable of this project was to demonstrate how effectively can a distributed team 
of faculty and student organize their environment to (1) create a prototype design, and (2) conduct a series of 
distributed experiment to evaluate the performance of a CAD tool or an algorithm. 

Three sets of demos were organized during this project in the University Booth of the Design Automation 
Conference (DAC) and presented in June 1998, June 1999, and June 2000. Each year reflects the experience 
gained from the previous year. Details about each demo, copies of slides, reprints of related publications are 
provided in the next section. In this section, we reproduce some of the actual presentation material in Figures 
1-4 to illustrate the organization and highlights of these demos. 

Demos at DAC 1998: 
The 1998 demos brought together the project participants a few months after the start of the project. It 
server tow purposes: (1) to demonstrate one's team capabilities attained in the past in the context of how 
they may related to the tasks in the current project, (2) to outline the shared undestanding of the tasks as 
they are" to be performed to meet the goals of 1999 demo. The summary of project objectives and project 
milestones is shown in Figure 1. Notably, at this demo, 6 teams participated: UC Berkeley, Stanford U., 
UC Santa Cruz, Missisippi State U. (MSU), MIT, and NC State U. (NCSU). 

Demos at DAC 1999: 
The 1999 demos fullfilled some but not all of the objectives of this project. Notably, participants m the 
design driver part of the project could not participate at the level expected and resigned from the project. 
However, the work on the web-based tools and infrastructure compensated by not only demonstrating stand- 
alone web-based design tool capabilities but also a user-configurable virtual design environment. Specifically, 
as shown in Figure 2, participants from MIT, MSU, and NCSU succeeded to create and demonstrate this 
environment. 

In the first phase of the demo, collabtopQmit and j avacaddOmsu are tested as stand-alone tools residing 
on servers at MIT nad MSU. The OmniDesk/Flow client at NCSU allows a distributed design team (from 
MIT, MSU, NCSU) to collaborate by creating a user-configurable virtual design environment. All tools and 
data now appear to reside in this environment. User can now configure a sequence of design tasks to be 
executed and negotiate permissions to access/change data that is protected by other designers. Design data 
owned by a designer at MIT/MSU/NCSU cannot be changed without his/her permission. 

Demos at DAC 2000: 
The 2000 demos extended and formalized the distributed collaboration environment first demonstrated dur- 
ing DAC'1999. This last phase of the project was easier to coordinate since there were only two participants: 
MSU and NCSU. Highlights of the demos that took place are shown in Figures 3 and 4. We extended the 
user-configurable environment to support multiple sets of design flows and engaged a a faculty member and 
a team of senior/graduate students in a class project at NCSU to create to representative environments 
using the OmniFlow client: OpenDesign and OpenExperiment environment. The OpenDesign environment 
interconnects a number of distributed tools from NCSU and MSU, provides ready R/W access to data 
directories, also accessible with the web-browser. The OpenExperiment sets up and experimental design 
test-bed prototype into which users can 'plug' algorithms and data for comparative evaluation, also posted 
on the Web. 

Demos were conducted in real time on two workstations connected to the Internet, accessing servers at MSU 
and NCSU. 

Much more details and full access to 26 publications related to this project are given in the next section. 
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A University Booth demo at DACS8, June. 15-17,1998, San Francisco, CA 

Globally Distributed 
Microsystem Design: 

Proof-of-Concept 
The Vela Proje: 

Pacihc                 Mountain 
TZ.                           IZ. 

( UC8  1__  

/ (''st.u.-J'T' ""■"----—"' 

1 Constell 
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http://www.cbl.ncsu.edu/vela/ 

Project Objectives 

1. Align system designers, library and tool providers, and system 
integrators in a unique prool-ol-principle project driven by a complex 
multimedia processor design, to be taken through several design 
stages: Irom conception, through exploration ol architectural 
alternatives, 

simulation, verification, performance and power analysis, 
floorplanning, and synthesis. 

2. Demonstrate, using and extending the current Internet-based 
technologies, the feasibility ol a large-scale distributed and 
collaborative design effort ot a complex microelectronic system: 

with participants, servers, tools, and libraries distributed 
across the USA. 

3. Develop new techniques, evaluate challenges, identify opportunities 
and  needs for the next generation ot 

distributed and collaborative design technologies. 
keeping pace with the rapid advances in semiconductor technologies 
and the emergence of Internel-ll. 

Project Milestones 
DAC"98 Demo: 

(1) focus on analysis and tentative approaches to working with distributed 
participants, servers, tools, and data; 

(2) demonstrate work-in-progress ranging Irom innovative web-based 
point tools, encapsulation ot commercial tools for remote execution 
without relying on user-accounts, collaborative workflows that invoke 
a number ol distributed tools and execution sequences, 
to the delinition, abstractions, and analysis of the design driver chip. 

DAC'99 Demo: 
(1) locus on integration architectures and testing, by all participants, 

ol distributed servers, tools, and data Into well-defined executable and 
collaborative design workflows -- while supporting the design driver; 

(2) demonstrate teasibility and limitations ot migrating most it not all access ol 
tools, data, and design workllows to platform-independent interfaces, 
i.e. accomplish most It not all design transactions through the nominal 
web-browser. 

Figure 1: Introduction to the 'getting acquainted' demos at DAC'1998. 
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A University Booth demo at DAC99, June 21-23,1999, New Orleans, LA 

Vela Project 
on Collaborative Distributed Design: 
New Client/Server Implementations 

TheiVela Projedt Constel! :la Project 
Mounlain Pacilic        '•     Mounlain Cenlral 

T.Z. |     TZ. T.Z. 

http://www.cbl.ncsu.eau/veia/ 

CollabTopOMIT - Collaborative Design Capture Server 

.: •T^^Kf^tL.tmVMiV.-V-"^^ "MJT" 1. enter and edit 
schematics 
with two remote 
participants 

2. extract a nttUst 
for simulation and 
verification 

3. ax tract a netllst and 
save undar a protactad 
URL on the wab, * 
to ba optimized 
and a layout craatad by tha 
ramota project participants. 

JavaCADDOMSU - Design Imptei mentation Server 

^wm&^£mFm?m;mmz^\ 
SS «vaWMtlMilC 

l:bri 
■j3Ksmss5SB&&B8s&®mmz\ 
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1. gat a netllst/dlrectory via 
URL, ftp, salt, telnet, ._ 

2. submit each nefJst to a 
RMMnvoked toolsanier 
(any unlvarsity or 
commercial toolsats) 

via JavaCADO elant 

3. sav* tha resulting fllas 
raturnad by JavaCADO 
cllant in a local directory. 

OmniDesk/FlowONCSU-Configurable Client/Server Flowl 

„   Hi   V 

»AC-"» Dimo 01 (Htqulre* Tcl-plu^* 2.0 inU v«Za polity) 

:iVoesigVcVtüWVMrM(cstr'*~ - 
'.   2. Optimize Nellitt • NCSU/MSU 

3. Placement & Routing ® NCSU/MSU 
=-4. Create LayoutJ8 HSU ^ •.-; <■r^i 

In the first phase of the demo, co- 
labtop@mit and javacadd@msu are 
tested as stand-alone tools residing on 
servers at MIT and MSU. 

The OmniDesk/Flow client at NCSU 
allows a distributed design team (from 
MIT, MSU. NCSU) to collaborate by 
creating a user-configurable virtual de- 
sign environment. All tools and data 
now appear to reside in this envi- 
ronment. User can now configure a 
sequence of design tasks to be exe- 
cuted and negotiate permissions to ac- 
cess/change data that is protected by 
other designers. Design data owned by 
a designer at MIT/MSU/NCSU cannot 
be changed without his permission. 

Figure 2: Introducing Screenshots of to individual tools and tool flow demos at DAC'1999. 
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University Booth Demo at DAC2000, June 5-6,2000 

OpenDesign 
& 

Open Experiment: 
User-Configurable 

Collaborative Project 
Environments on the Internet 

NCSU Participants: 
Dr. F. Brglez, H. Lavana D. Ghosh, 
B.Allen, R. Casstevens, J. Harlow III, 
R. Kurve, S. Page, M. Stallmann 

MSU Participants: 
Dr. Robert Reese, Suwei Chen 

Collaborative Demo Schedule 
(on two workstations) 

Monday  11:00-12:00 
Tuesday 11:00-12:00 
Wednesday.. 11:00-12:00 

Typical OpenDesign scenario«: 
(1; We6 access to a commercial layout tool at MSU 

icon: one netllst entry per web form; 
(2! Download a generic tasfctlow (OmniFlow client) 
.31 Configure OmniFlow to access tools at MSU 
Mj Execute OmniFlow for a cnam ol tasks 

(pro: a genenc GUI configured for multiple newt, 
cfiain-ot-t3st:s execution) 

(5) Post trie OmniFlow results on trie Web 

Typical OpenExperlment scenarios: 
Hi Download a genenctasMlow (OmniFlow client) 
■;2) Configure OmniFlow for equiv. class generation 

- create and post equiv. circuit class on tne weo 
(4) Configure OmniFlow lor an expenment 

- A executes algorithm A1 on station 1. 
- 6 executes algontnm B1 on station 2. 

(5) Configure OmniFlow to evaluate Botn experiments 
- generate summary tor peer review 
- post results and summary on tne Weo. 

OmniFlow/OmniDesk C/S Architecture 

Remote host with 
universal server, 

project data, 
and resources 

* OmnlDesk 

Remote hosts 
with additional 

resources 

Distributed team members 
with universally 

configurable clients 

• Neither the client nor the server are project-specific. 

•OmniDesk is installed on a unix/linux host. 

•OmniFlow is downloadable as a cross-plaform executable 

• User-defined configuration file and taskflow library 
creates the environment invoked by OmniFlow. 

Figure 3: Introduction to OpenDesign and OpenExperiment demos at DAC'2000. 
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Sample OpenDesign Configuration 

OpenDesign: Major Goals 

support design teams to configure 
the environment lor design and 
optimization ot VLSI systems. 

• Web access to the best or the most affordable 

tools tor each design task - without having 

to install them on local host 

• Task decomposition, assignmens. and 

scheduling ot executable taskflows. 

given the tools at hand. 

• Web access to the hierarchically 

organized data directories tor each project 

• web-supported revision control ot all data 

• Stone preferences on collaboration modes 
among tne project learn members. 

For more details, see: 
http:Mvww.cbl.ncsu.edu/OpenDeslgn3 
http :/A«ww.cbl.ncsu.edu/publlcatlons/ 

/e2000-TR@CBL-03-Lavana 

Participants: 
• brglez@cbl.ncsu.edu 
• reese@ERC.MsState.Edu 
• lavana@cbl.ncsu.edu 

Resources and Tools: 
• mentor@MSU 
• synopsys@MSU 
• xilinx@NCSU 

Open Data Structures on the Web (CVS is in progress): 

::!GftT«:    ,A|h«»://wv.ctl.iKW.»du/0p«fO«»iqni/200O-3yT)-Pr«r,XH/       •   ~- 

•r"\-ri --"--•: '■''i^-Viesoliiiiirüii -"-■--■  ■*■■■)"•■■-■ -- ■■■■ ■ •- 
•-•-.--:-l|.:.-;i,.:.Jjf-.'li 

-*■&*>■ 

. ■ 01  Svrmira^ 

Collaborative taskflow configurations: 

► Translator 
Vcrilog to Blir -*V 

Upload 
Blir •* Partition 

forFPGAlib .*• SendMail 
to Bob 

► 
Optimize Blif 

using MIS •+ Upload 
Blir -*- 

Partition 
forFPGAlib ■*• 

SendMail 

DLsaja LüJ CT 1 CO IE3 [ tl 1 

► Translator 
Blif to Map •* Translator 

Map to Lea — Placement 
and routing — SendMail 

to all 

5555353 ,' .ii„ ,J..I,,, assM<i» 

OpenExperiment: Major Goals 

support experimentalists to configure 
the environment lor design and 
performance evaluation of algorithms. 

• Design, evaluate and post on the Web 

equivalence classes ot circuits tor the expertmenE 

• Create and distribute tasfcftows tor experimentalists: 

- to update archives ot circuit equivalence classes 

- to link local algorithms into the taskflows tor 

local execution 

- to upload solutions to a common evaluator. 

on the remote ser.-er 

- to recenctte the local and remote performance 

evaiuators. 

• Create a taskflow to process all submitted solutions. 
present a summary tor peer review, and post 
the solutions and the summaries on the Web 

For more details, see: 
http7Amwv.cbl.ncsu.edu/OpenExperlments 
http7iwww.cbl.ncsu.edu/publlcatlons/ 

/rtOOO-TR SCBL-02-Brglez 

Sample OpenExperiment Configuration 
Participants: 

• brglez@cbl.ncsu.edu 
• harlow@src.org 
• stallmann@csc.ncsu.edu 

Resources and Algs: 
• vls@NCSU/CBL 
• dol@NCSU/CBL 
• trl 7@NCSU/CSC 

Open Data Structures on the Web 

111      f»r»nt  Directory ["11 

~1 ^1=1 
4JümlM,n"tf «-yt:\j 
—'   " arubCl«»«««/ M-yf-00 : p. 

—'  « tmWi'tfol'ftl')»« a*-«»7-o'» :pj 
—I   03 tr««t»«ntSTUmtio» 05-d»7-00 : r-s ■ 

r-v 

Collaborative taskflow configurations: 

OS-tUr-Ot 13:31 

05-O.r-OO 13:31 

ll-apr-M 14:12 

ll-Afr-0» l«:li 

Viiii)lcSn«n!i<i"" 

!   Ml« 
ruhuq 
feirtMflt 

Dmkii 
JntM TttiOKMT 

Arttt« 
tlKIHII 
ItploM 

Evaluis 
Muttons taMr-4 

H*iiXt In* t tar I. 

'   am 
jMiuiai 
i !""1 

Suiiajriu ! 
TreitmefltEnif nrtdiiits 

Figure 4: Screenshots of OpenDesign and OpenExperiment demos at DAC'2000. 
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Lists of Project-Related Publications 

This section compiles comprehensive lists of project-related publications. The collaborative theme of this project 
also captured interest of participants not funded by the project: these include faculty, graduate and senior-level 
students at NCSU, as well as faculty members and graduate students from Europe and other locations in USA. 
Dr. Franc Brglez provided direction to teams of graduate and senior-level students in special topics project- 
related courses at NCSU and organized two sessions at the International Symposium on Circuits and Systems 
(ISCAS 1999) on the topic of "Changing the Benchmarking Paradigm in CAD and the Role of WWW " with 10 
participants publishing and presenting 8 papers in two sessions. 

To bring out the diversity of participants and themes in this collaborative project, we list the related publica- 
tions under three categories: 

• Collaborative demos and status reports by project participants; 

• Collaborative publications by participants funded by this project. 

• Collaborative publications with participants not all funded by this project. 

As conceived initially, the project was to balance two major tasks: a multi-media processor design as a project 
driver, and a web-based tool set for distributed design and benchmarking as the project infrastructure. The 
momentum of the project was expected to peak in time for the 1999 DAC in June. However, the reduction and 
the staggered schedule of funding reduced the level of project participation to five cc-PIs by June of 1999, and 
three co-PIs by June 2000. With remaining participants, there was increased emphasis on the infrastructure to 
formalize the collaborative design process itself. With the design-driver no longer an option, emphasis shifted to 
expanding and testing novel the web-based client/server architectures that can intrinsically support distributed 
collaborative environments and processes. Additional milestones were added to the project after rebudgeting: 
a joint paper with MIT, MSU, and NCSU about the demo at DAC'1999, and an expanded demo with MSU 
participants during DAC2000. Notably, the phase of the NCSU project continued beyond the funding completion 
in August 2000, and culminated in a ground-breaking PhD thesis in December 2000 under the direction of Dr. 
Franc Brglez. The final experiments in this thesis also re-engaged the collaborative design services from one of 
the original particpants in this project, Dr. R. B. Reeves from MSU. As most of this project's activity in the past, 
the submission on this most recent phase of the thesis research has been accepted for publication (at DAC'2001). 

To access publications in this report, follow the hyperlinks from http://www.cbl.ncsu.edu/vela/all-publications.html. 

Project Status Reports and Demos: 
Notably, [1] and [2] were written by reporters in the initial phase of the project (with the .information 
provided by Dr. Franc Brglez). The final project demos are described in [9] and [10]. 

1. R. Goering. Vela project could chart new course for engineering on the Net - Web-based design 
hoists new sail. In EE Times, June 1997. 
Also available at http://www.cbl.ncsu.edu/publications.others/1997-DAC-EE-Tirnes-Goering/. 

2. L. Geppert. IC Design on the World Wide Web. IEEE Spectrum, pages 45-50, June 1998. Includes 
a special section "Sailing on the Internet" about the Vela Project, pp. 45-47. 
See http: //www. spectrun. ieee. org/   for details. 

3. F. Brglez (Editor). Vela Project - Globally Distributed Microsystem Design - Proof of Concept: Demo 
Summaries of the 1998 DAC Exhibition in the University Booth. Technical Report Draft, June 1998. 
Also available at http://www.cbl.ncsu.edu/vela/1998-VelaDemoDraft-Brglez.pdf. 
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